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Question 1

(a) The AR(2) process characteristic equation is 1− φ1B − φ2B2 = 0.

AR(2) is stationary if the absolute roots of this quadratic equation (in B) 1− φ1B − φ2B2 = 0

are both greater than 1.

That is, φ2B2 + φ1B − 1 = 0

The real roots are:

B =

∣∣∣∣∣∣
−φ1 ±

√
φ2

1 + 4φ2

2φ2

∣∣∣∣∣∣ .
Therefore for an AR(2) process to be stationary, then∣∣∣∣∣∣

−φ1 ±
√
φ2

1 + 4φ2

2φ2

∣∣∣∣∣∣ > 1

(5 marks)

(b) For an AR(2) model,

γ k = φ1γ k−1 + φ2γ k−2 + cov(Yt−k, εt)

for k = 0,

γ 0 = φ1γ 1 + φ2γ 2 + σ
2
ε (1)

for k > 0,

γ k = φ1γ k−1 + φ2γ k−2

Noting that ρk =
γ k

γ 0

,

∴ ρ̂0 = 1, for k = 0 and

ρk = φ1ρk−1 + φ2ρk−2 for k ≥ 1 (10 marks)

(c) Substituting k = 1 and k = 2 in ρk above and solving simultaneously, we have

φ̂1 =
ρ̂1(1− ρ̂2)

1− ρ̂2
1

=
0.736(1− 0.304)

1− (0.736)2
= 1.1177;

φ̂2 =
ρ̂2 − ρ̂

2
1

1− ρ̂2
1

=
0.304− (0.736)2

1− (0.736)2
= −0.5186

(7 marks)
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Question 2

(a) (i) Cuts off after lag 1, that is, has nonzero correlation only at lag 1. Could be positive or

negative but must be between −0.5 and +0.5.

(ii) Cuts of after lag 1 of the twice differenced series.

(iii) Autocorrelations decay exponentially starting from lag 0. If φ > 0, then all autocorrela-

tions are positive, If φ < 0, then all autocorrelations alternate negative, positive, negative

(or damped since wave)

(iv) Decay exponentially after the first difference starting from lag 0.

(v) Autocorrelations tail off as exponential decay after lag 0, that is, starting from lag 1.

(10 marks)

(b) (i) MA(1): Z t = et − θet−1

(ii) IMA(2,1): (1− B)2Z t = et − θet−1

(iii) AR(1): Z t = φZ t−1 + et or (1− φB)Z t = et

(iv) ARI(1,2): (1− B)2Z t = φZ t−1 + et

(v) ARMA(1,1): Z t = φZ t−1 + et − θet−1 or (1− φB)Z t = (1− θB)et

(2 marks each = 10 marks)

(c)\ (i) Plot and examine the series for stationarity and choose proper transformation.

Plot and examine the sample ACF and PACF of the original series to determine if differ-

encing is necessary.

Compute and examine the sample ACF and PACF of the properly transformed and dif-

ferenced series to identify the orders of p and q for the relevant time series model.

Test the deterministic trend θ0 when d > 0. (4 marks)

(ii) Logarithm

Reciprocal

Square–root

Inverse square root (3 marks)

(iii) To test if there is still a pattern in the residuals. If there is, it means that some factors

have still not be accounted for by the model. That is, the model is incomplete.

(4 marks)

Question 3

(a) (1− 0.6B)(X t − 9) = et ⇒ X t − 9 = 0.6X t−1 − 9+ et

the general forecasting equation is

X̂(l) = 9+ (0.6)l(X t − 9), l > 1

Thus, the respective forecasts of X101 and X102 are:

X̂(1) = X̂101 = 9+ (0.6)(8.9− 9) = 8.94 (5 marks)

X̂(2) = X̂102 = 9+ (0.6)2(8.9− 9) = 8.964 (5 marks)
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(b) 95% Confidence limits for the forecasts in part (a) are

X101 is 8.94± 1.96
√

0.1 or (8.32, 9.56) (3 marks)

For X102, we have 8.964± 1.96
√

1+ (0.6)2
√

0.1 or (8.241, 9.687) (3 marks)

Question 4

(a) The time plot has an upward trend, the ACF shows a slow decay and the PACF cuts off at lag

1, hence, the series is not stationary. (3 marks)

(Time Plot, ACF and PACF charts) (5 marks)
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(b) Yes, since there is a linear upward trend, difference of order 1 may be recommended.

(3 marks)

(c) (See the fitted models above). (10 marks)

Using the diagnostic tests, the model comparison statistics and the residual statistics, it

could be seen that the four models could actually modelled the process since their resid-

uals are white noised. But the AIC, SBC, Variance, and the estimates of each model pointed

to IMA(1,1) as the best model. (5 marks)
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(d) Using IMA(1,1) model, the forecasted values are as follows:

(5 marks)

TOTAL MARKS [100 marks]
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