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Question 3 [23]
Suppose that X1, Xa, ..., X,, is a random sample from a distribution with probability den-
sity function:

1
F(xl0) = éexp{—x/ﬁ} ifx>0,60>0,
0 otherwise.

(a) Show that f(x|6) belongs to the 1-parameter exponential family.

(4)

(b) Write down the complete sufficient statistic for 6. (3)

(c) Show that X isa MVUE of 8 (8)

(d) Determine the CRLB for an unbiased estimator of §. (8)
Question 4 : [21]

(a) !tis known that the random variable X has probability density function

0x9 D 0<x<1,0>0,
fx10) = [ 0 otherwise.

It is desired to test the null hypothesis H, : 6 = 1 against the alternative H; : 6 = 2.
A random sample X; of size n = 1 is to be used.

(i) Calculate the level of significance and the power of the test which rejects Hy if

X > 4. (8)
(ii) Consider the test which rejects Hy if X1 > c. Find ¢ for which the level of signifi-
cance of the test is 0.1. (5)

(b) Let X1, X5, X3, ..., X, be a random sample from a population with probability density
in part (a). Show that the best test for the hypotheses in part (a) rejects Ho if

n
IIX,’ZC
i=1

where ¢ solves the probability equation

a =P(ﬁx,~ >clf = 1).
i=1
(8)

TOTAL: [100]
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ADDENDUM B: SECOND SEMESTER ASSIGNMENTS

B.1 Assignment 01
ONLY FOR SEMESTER 2 STUDENTS
ASSIGNMENT 01
Unique Nr.: 755093
Fixed closing date: 26 AUGUST 2016
Question 1

[20]

Suppose that X1, X3, X3, ..., X, is @ random sample from Poisson distribution with probability

mass function:

e fo*

pl6) = { o

ifx=0,1,2,.

otherwise.

ey

(a) Find the method of moments estimator (MME) of §. <¢% 34)
(b) Find the maximum likelihood estimator (MLE) of . (?* %)
(¢) Find the maximum likelihood estimators (M LE) of the following functions of 0. Justify

your answers.
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[20]

Let X1, X2, X3, ..., X,, be a random sample from a population whose probability density function is

exe—l

fx16) = { 0

PAEEA

(a) Find the likelihood and log likelihood functions of 4.

(b) Show that [7_, X; is a minimal sufficient statistic for 9. studs 7t

(c) Find the maximum likelihood estimator (M LE) of 6.

(d) Determine the observed information, I (X), of &
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fo<x<l, >0,
otherwise.
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Question 3 (e3¢ 50 , <% 2 ) [20]

Suppose that 3, 0, 3, 0, 3,2,2,0,1,0 are 10 independent observations from a population whose
discrete distribution has a probability mass function given in the table below.

x 0|1 2 3
PX=x)|20[10]301-6)|30-0)

(a) Find the method of moments estimate (M ME) of 6. TGN T g - Fexie) (4)

(b) Find the maximum likelihood estimate (M LE) of 6. (6)

(c) Find the approximate standard errors for the estimates in parts (a) and (b). (7)

(d) Which of the MM E and MLE is preferred and why? (3)

Question 4 [20]

Suppose that X, X», X3, ..., X, i8 a random sample from a distribution with probability density

function:

F 101, 02) = { glz—exp (—%) if0 <8y <oo, 0 <01 <x < oé,
0 otherwise. '

(a) Find the likelihood function q’z‘/ﬁl and 0,.) he Linc b, 7 Lot (3)

- *x(b) What are the joint sufficient statistics for 6, and 6,7 €3 7% (5)

N

23-7 (c) Show that the maximum likelihood estimator (MLE) of 61 is §; = min{X1, X2, X3, ... Xa}.  (6)

(d) Find the maximum likelihood estimator of (M LE) of 0>. (6)
TOTAL: [80]
~ Y ’ - j:% LT %
S S N 25 B BT P A B

} . \ \
“%(M“Qsé rped§  to pa ®S DY eyt sttt

La =6, " ‘ Y S oo O bl
a{;& Y \;@ Med§  to he g5 Swast 43 gos 1048 :

6 red! o Be A5 big a5 possible but | ’

UL o a5 6.4
) ~ . / o ™ .
v 8 T Wap QH\/& - Yo o, S Y.

17



B.2 Assignment 02

ONLY FOR SEMESTER 2 STUDENTS
ASSIGNMENT 02
Unique Nr.: 715755
Fixed closing date: 30 SEPTEMBER 2016

Question 1 | [20]

A distribution belongs to the regular exponentlal family. If among other regularity conditions its
pdf or pmf has the form: ‘ /

F(x10) = g(x) exp{p@)K (x) — g (@)}, 0 € © € (00,00).

s ; 0
Furthermore, for this distribution E[K (X)] = qé&;,
p

. (a) Show that the other form of the above pdf is:

f(x10) = exp{p(@)K (x) +g*(0) + g*(x)}, 6 € ® € (00, 00).

| 4
~ (b) Write down the complete sufficient statistic fOr(z.a. (4)
(c) Show that the MLE of 8 only depends on the sample through the complete sufficient
statistic for 4. (6)
"6
5 (d) Find the MVUE of E[K (X)] = q/((g) (6)
E\mi’*mwm e § Anl f anhased 2ih i fien
Question 2 [36]
Let X¢, X», X3, ..., X, be a random sample from a population whose probability mass function
is
_[ea—-oyt ifx=1,2,3,...0<0 <1,
p(x10) = { 0 otherwise.

v (a) Show that p(x|8) belongs to the 1-parameter exponential family. (5)
«& ».(b) Write down the complete sufficient statistic for 6. (4)
“(¢) Find the mean of the complete sufficient statistic for 6. _ (2)
(d) Does the M LE of 8§ depend on the sample through the complete sufficient statistic for 67
Give reasons for your answer. (6)
(e) Is the MLE of } alsoa MVUE of ;? if notfind a MVUE of 4. (7)

(f) Suppose that n = 200, 3°2% x; = 400, 3°2% x? = 100, and 2200 = 250. Determine:
(i) the observed information, I (x), of 8; and (6)
(if) and the approximate 95% confidence interval for 6. (6)
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Question 3 [23]
Suppose that X1, X», ..., X, is a random sample from a distribution with probability den-
sity function: 1=

(e +x)"0HD ifx>0,6>0,
Fx10) = { 0 otherwise.

(a) Show that f(x]8) belongs to the 1-parameter exponential family. -
(4)
(b) Write down the complete sufficient statistic for 6. (3)
(c) Determine the CRLB for an unbiased estimator of 5. 7 ** (8)
(d) Find the MVUE of 3. (8)
v Question 4 [21]

(a) Itis known that the random variable X has probability density function

0x9-D 0<x <1,
f&10) = { 0 otherwise.

It is desired to test the null hypothesis Hy : 8 = 2 against the alternative H; : 6 = 1.
A random sample X, of size n = 1 is to be used.

(i) Calculate the level of significance and the power of the test which rejects Hy if

X < 5. (7
(i) Consider the test which rejects H if X; < c. Find ¢ for which the level of signifi-
cance of the testis 0.1. (5)

(b) Let X;, X3, X3,..., X, be a random sample from a population with probability density
in part (a). Show that the best test for the hypotheses in part (a) rejects Hy if

Hxi <c
i=1
where ¢ solves the probability equation
n
o= P(Hxi < cl8 =2).
i=1
(8)

TOTAL: [100]
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