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INSTRUCTIONS

I Answer all questions

2 Show intermediate steps

Abbreviations |
MLE Maximum Likelihood Estimator
MSE Mean Square Error
pdf probabihty density function
cdf cumulative distribution function

MVUE Minimum Variance Unbiased Estimator

MME Method of Moments Estimator
CRLEB Cramer Rao Lower Bound
pmf ptobability mass function
mgf moment genelating tunction
re relative efhciency
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Question 1 133}

A distribution belongs to the regular 1-parameter exponential family 1f among other regulanity condriions its
pdf or pmf has the form

F(i0) = al@)g () exp{b(@)r )}, ¥ € x C (—oc, c0}and f € © C (—o0, 00)

where g(¥) > 0,+(3) 15 a funcuion of y which does not depend on &, and a(f) > 0 and 4(8) # 0 are real
valued functions of & Furthermore for this distribution (assuming the first and second denvatives of a(@)
and b(#) exist)

a'(6)
a(@)b' (@)

Suppose that ¥y, ¥, , ¥, 15 a random sample from this distribution

Elr(¥)] =—

(a) Show that f(y}@) can also be expressed as

f10) = gy exp(b(@) (¥) — q(B)}, ¥ € x C(—00,00)and f € © C (—o0, )

(2)
(b) Prove that 3.7, r(¥,) 1s a mimmal sufficient statistic for & 5
(¢) Justify that 37, (¥)) 15 also a complete sufficient statistic for # 1))

(d) Write down a function of the complete sufficient statistic for # that 1s a minimum variance unbiased
estimator (MU E) ot E[» (V)] Justify your answer 3

(e) Suppose that X, X5, , X, s random sample from a distribution with pdf

)

Figy =1 (1+x)i+e
0 otherwise

tfx > 0andf > 0,

(1) Show that f(x|@) belongs to the regular 1-parameter exponential family by showing that the pdf

can be expressed as

J(x]|0) = a@)glx) exp{d(@r{x)}, x > 0andf > 0

(5)

(1) What 1s the mean of the complete sufficient statistic for @7 Justify your answer. (6)

(1v) What 1s the maximum likelihood estimator (A L £) of 7 Justify your answer. (6)

(v) What s the method of moments estimator (MM E) of 87 Justify your answer. (2)
(vt) What s the mintmum variance unbiased estimator (M VU E) of é‘? Justify your answer

(3)
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Question 2 [30]
Let X|, X2, ,.X,bearandom sample from a distnbution with pdf
] fl<x<#8
- 1 x <4,
Jxlgy=4 0
0 otherwise,
where @ > 0 Let ¥, = max{.X,, X2, ,.X,} The probability density function of ¥y 15
e af0 <y <8,
gi0) =
0 otherwise
Suppose that the ten independent observattons,
23, 23, 24, 23, 23, 23, 24, 22, 24, 25,
are from a population with probability density function £ (x]8)
(1) What are the method of moments estimator and estimate of 67 4
(b) What are the maximum likelthood estimator and estimate of 67 (8)

(¢) Find the mean and the variance, n terms of @ and », of the maximum likelihood estimator of 8 Is the

estimator consistent? (1)

(d) What 15 an estimate of the standard error of the maximum likelihood estimate of 87 3

{€)} Find an approximate 95% confidence interval for 8 (5)
Question 3 [18]

Let Xy, X2, , X, bearandom sample from the distribution with pd f

&
T‘x‘g"' f0<«x <@rand@ > 0,
fxl0,02) =1 6
0 otherwisc
(a) 'ind the likehihood function and the log-likelthood function of & and 0, (0)

(b) Show that the respective maximum likelihood estimators (ML E's) of 0, and 6 arc

~ I3 ~
g, = - d8; =Xy = X, Xy, X,
LS gy =S, 0= e = matd, A }
respectively, Hint. First find the ML £ of 8> and then that ol &, (12)
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Question 4 [19]

A random vanable X has probability density tunction

exp{x — #}
(1 + exp{x — )’

—oo<y<ocand —oc <8 < o0,

J(x16) =

and cumulative distribution function

1

Fpup)y=1—- —————— —oo<x <ooand —oo <8 < 0
I +expx -6}
tt 1s desired to test the null hypothesis Hy @ = 0 agamnst the alternative /4, & = | using one random
observation Y
(a) Calculate the leve! of significance and the power of the test which rejects F 1If .V > 1 (12)

(b) Consider the test which rejects o 1f X; > ¢ Find ¢ for which the level of significance of the test s 0 1

(7)
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